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Abstract—Entity highlight refers to a short, concise, and
characteristic description for an entity, which can be applied
to various applications. In this article, we study the problem of
automatically generating entity highlights from the descriptive
sentences of entities. Specifically, we develop two computational
approaches, one is inspired by the statistical machine translation
(SMT) and another is a sequence-to-sequence learning (Seq2Seq)
approach which has been successfully applied in neural machine
translation (NMT) and neural summarization. In the Seq2Seq
approach, we use attention mechanism, copy mechanism, and
coverage mechanism. To generate entity-specific highlights, we
also incorporate entity name into the Seq2Seq model to guide the
decoding process. We automatically collect large-scale instances
as training data without any manual annotation, and ask annota-
tors to create a test set. We compare with several strong baseline
methods, and evaluate the approaches with both automatic
evaluation and manual evaluation. Experimental results show
that the entity enhanced Seq2Seq model with attention, copy,
and coverage mechanisms significantly outperforms all other
approaches in terms of multiple evaluation metrics.1

Index Terms—Entity Highlight Generation, Seq2Seq Model,
Attention Mechanism, Copy Mechanism, Coverage Mechanism.

I. INTRODUCTION

Entity highlight refers to a short, concise, and characteristic
description for an entity. For example, “44th U.S. President”
is a highlight for the entity Barack Obama2. Entity highlight
is useful in various applications, such as Web search results
enrichment with semantic information [2], entity recommen-
dation in Web search engines [3], [4], and named entity
disambiguation [5]. Figure 1 shows an example of Baidu3

Web search engine’s recommendation results for the query
Bill Clinton. In this example which we translate from Chinese
to English for the sake of understanding, an entity highlight
is presented under each entity, e.g., “44th U.S. President”
is an entity highlight of Barack Obama. We can see that
the entity highlight increases the understandability of the
corresponding recommendation by providing users a caption

1This work extends our previous work [1] on generating recommendation
evidence for entity recommendation system in Web search engines, in which
an SMT based generation model is developed. This work significantly
extends our previous work in that a neural sequence-to-sequence approach
is developed, which effectively handles the unknown or rare word problem.
Moreover, the entity information is not used in the SMT based approach,
which is naturally incorporated in the neural network approach to generate
entity-specific results.

2https://en.wikipedia.org/wiki/Barack Obama
3https://www.baidu.com/

Fig. 1: An example of Baidu Web search engine’s entity
recommendation results captioned with entity highlights w.r.t
each entity.

for it, so that users could quickly understand the key facts of
the recommended entity [6].

In this article, we study the task of entity highlight gen-
eration, which aims to generate an entity highlight from a
descriptive sentence of an entity. Take Barack Obama as an
example again. Given the sentence “Barack Hussein Obama II
is an American politician who served as the 44th President of
the United States from 2009 to 2017.” from the corresponding
Wikipedia article, the output entity highlight w.r.t. Barack
Obama is a natural language expression that consists of three
words, namely “44th U.S. President”.

The task of entity highlight generation is similar to text
summarization, which aims to generate a summary that cap-
tures the core meaning of the original text. However, our task
differs from text summarization in that the “highlight” in this
work should be related to the entity. Entity highlight generation
mainly has three challenges. The first challenge is how to
effectively select the highlight information from a source
sentence for generating a fluent sequence. The words from the
source sentence do not have the same importance on describing
the characteristic of an entity. The second challenge is how
to retain the salient words in the source sentence. Salient
words are those that can best capture the salient characteristics
w.r.t. a given entity. Therefore, they should be retained when
generating an entity highlight. As shown in aforementioned
example, salient words can be high-frequency words (e.g.,
“President”) or low-frequency words (e.g., “44th”). The third
challenge is that a highlight should be entity-related. This
requires the model to use the entity to guide the generation
process.
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In this article, we develop two computational approaches to
study the task of entity highlight generation, one is inspired
by the statistical machine translation (SMT) and another is
based on sequence-to-sequence learning (Seq2Seq). The use of
Seq2Seq learning is motivated by the recent remarkable suc-
cess of applying Seq2Seq in neural machine translation (NMT)
[7]–[12] and text summarization [13]–[17]. Specifically, the
Seq2Seq model for entity highlight generation includes an
encoder that obtains the hidden states of a source sentence,
and a decoder that generates an entity highlight from the
hidden states of the encoder. To address the aforementioned
challenges of entity highlight generation, we use attention
mechanism [8], [18], [19] to selectively focus on the charac-
teristic fragments of the source text, and use copy mechanism
[17], [20], [21] to selectively replicate appropriate segments
from the source text. We also use coverage mechanism [17]
to avoid generating repetitive words. Furthermore, we regard
entity name as side information and integrate it into the
Seq2Seq model so as to generate entity-specific highlights.

It is widely known that the performance of a Seq2Seq model
highly depends on the amount and the quality of training data.
As there is no large-scale and publicly available data set, we
construct a data set by leveraging an online encyclopedia. We
collect about 0.7M instances as the training data without using
any manual annotation, and build a test set consisting of 1,000
instances with human labeling. We conduct comprehensive
experimental study by comparing with multiple strong baseline
methods and doing thoughtful model analysis. We evaluate the
experimental results with BLEU, ROUGE, and manual evalua-
tion. Results reveal that the NMT based approach consistently
performs better than the SMT based approach. Seq2Seq model
with attention, copy, and coverage mechanisms has the ability
to generate meaningful entity highlights through learning from
massive training data. Based on ablation test and case study, it
is shown that both copy mechanism and coverage mechanism
can help to improve the performance in terms of multiple
evaluation metrics. Furthermore, the incorporation of entity
name information can significantly improve the performance
of the model.

The remainder of this article is organized as follows. We
introduce the related work in Section II. We then present the
SMT based approach in Section III, followed by the NMT
based approach in Section IV. Experimental setup and result
analysis are reported in Section V and Section VI, respectively.
Finally, we conclude the article in Section VII.

II. RELATED WORK

Our entity highlight generation task is closely related to the
task of text summarization, which aims to condense documents
or sentences into a shorter version and preserve important
contents. Text summarization approaches can be divided into
two groups, namely extractive summarization and abstrac-
tive summarization. Extractive summarization extracts salient
sentences or phrases from the original text and concatenates
them to form a summary [22]–[26]. Abstractive summarization
produces a summary consisting of aspects that may not appear
as part of the original text [27], [28]. Abstractive summariza-
tion pays more attention on text generation, and requires a

deeper linguistic (semantic) analysis of texts [29], [30]. In
recent years, some studies use Seq2Seq learning on abstractive
sentence summarization. Rush et al. [13] propose a fully data-
driven approach and combine a neural language model with
a contextual input encoder for abstractive sentence summa-
rization, and their method shows significant improvements
on the DUC-2004 shared task compared with several strong
baselines. Nema et al. [15] study the query-based abstractive
summarization task and propose a diversity driven attention
model under the encode-attend-decode paradigm. Compared
with text summarization, the entity highlight generation task
takes entity as part of input and aims at generating a short and
concise description w.r.t. the given entity.

Our work is also related to the task of sentence compression.
The methods proposed in [31]–[34] compress an original
sentence by deleting words or constituents. However, these
methods are restricted to word deletion, and therefore are
not readily applicable to the more complex entity highlight
generation task.

The use of Seq2Seq learning in this article is motivated by
the recent remarkable success of applying Seq2Seq in various
NLP tasks. Seq2Seq learning with neural networks is first
proposed by Sutskever et al. [7] for machine translation. To
further improve the performance, multiple mechanisms can
be incorporated into the basic Seq2Seq model. During the
decoding process, to efficiently use the encoder information,
attention mechanism [8] which allows the model to soft search
for parts of a source text can be used. The copy mechanism,
which uses the information from context based on attention
mechanism, can relieve the rare word problem [17], [20], [21],
[35]–[37]. The coverage mechanism is proposed to alleviate
the over-translation and under-translation problems in NMT
models [9], [10] and the repetition problem in neural abstrac-
tive summarization [17]. We follow the work [8], [17], [21]
and incorporate the attention, copy, and coverage mechanisms
into the Seq2Seq model. Different from previous studies that
have applied attention, copy, and coverage mechanisms, our
model further incorporates the entity name information into
the decoding process to help to generate entity-specific results.

III. ENTITY HIGHLIGHT GENERATION AS STATISTICAL
MACHINE TRANSLATION

Figure 2 shows an overview of the SMT based method. This
method contains two components, i.e., sentence preprocessing
and entity highlight generation. Sentence preprocessing mainly
includes Chinese word segmentation [38], POS tagging [39],
and dependency parsing [40] for the input sentences, as POS
tags and dependency information are necessary for the follow-
ing stages. Entity highlight generation is designed to generate
entity highlights from the input sentences with a statistical ma-
chine translation model. The entity highlight generation model
needs three data sources. First, sen-eh parallel corpus is used
to train the “translation” model and language model (described
in Section III-A and III-B). Furthermore, headlines of news
articles and manually-labeled entity highlights are used to train
an attractiveness model (described in Section III-D) to increase
the attractiveness of generated entity highlights.
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Fig. 2: Overview of the SMT based method.

The entity highlight generation model contains four sub-
models: a translation model, a language model, a length model,
and an attractiveness model, which control the adequacy,
fluency, length, and attractiveness of the entity highlights,
respectively.4

A. Translation Model (M1)

Entity highlight generation is a decoding process. Similar to
[41], the input sentence sen is first segmented into a sequence
of units ¯senl1, which are then “translated” to a sequence
of units ēhl1. Let ( ¯seni, ēhi) be a pair of translation units,
their translation likelihood is computed using a score function
φtm( ¯seni, ēhi). Thus the translation score between sen and
eh is decomposed into:

ptm( ¯senl1, ēh
l
1) =

l∏
i=1

φtm( ¯seni, ēhi)
λtm , (1)

where λtm is the weight for the translation model. Actually,
it is defined similarly to the translation model in SMT [42].

B. Language Model (M2)

We use a tri-gram language model in this work. The
language model based score for the entity highlight eh is
computed as:

plm(eh) =

J∏
j=1

p(wj |wj−2wj−1)λlm , (2)

where J is the number of words of eh, wj is the j-th word
of eh, and λlm is the weight for the language model.

C. Length Model (M3)

We use a length-penalty function to generate short entity
highlights whenever possible. The length score for the entity
highlight eh is computed as:

plf (eh) =

{
N if N ≤ 10

1
N−10 if N > 10

, (3)

where N is the number of Chinese characters of eh.

4The entity highlight generation model applies monotone decoding, which
does not contain a reordering sub-model that is often used in SMT.

D. Attractiveness Model (M4)

The attractiveness model is introduced to facilitate the gen-
eration of informative and attractive entity highlights, which
can better attract users to browse and click the recommended
entity. After analyzing a set of manually labeled entity high-
lights, we found that the attractiveness of eh depends on
three aspects: the vocabulary used, the language style, and
sentence structure. We use two sub-models to capture these
aspects. The first one is a special language model trained
on headlines of news articles, which tries to generate catchy
and interesting entity highlights with similar vocabularies and
styles to headlines. The motivation is that news editors usually
try their best to use the attractive expressions to write the
headlines. The second one is a sentence structure model
trained on human annotated entity highlights, which tries to
generate entity highlights with popular syntax styles that users
might prefer. Hence the attractiveness model is decomposed
into:

pam(eh) = phl(eh)λhl · pss(eh)λss , (4)

where phl(eh) is the headline language model and pss(eh) is
the sentence structure model. phl(eh) is similar to plm(eh),
but trained on headlines. pss(eh) is computed as:

pss(eh) = max(K(Teh, Tti)), (5)

where Tx is the dependency tree of sentence x, ti is the human
annotated entity highlights, and K(·, ·) is the dependency
tree kernels described in [43], which measures the structure
similarity between sentences.

Finally, we combine the four sub-models based on a log-
linear framework and get the entity highlight generation
model:

p(eh|sen) = λtmΣli=1 log φtm( ¯seni, ēhi)

+ λlmΣJj=1 log p(wj |wj−2wj−1) + λlf log plf (eh)

+ λhlΣ
L
l=1 log p(wl|wl−2wl−1) + λss log pss(eh).

(6)

IV. ENTITY HIGHLIGHT GENERATION AS NEURAL
MACHINE TRANSLATION

We build a Seq2Seq neural network for entity highlight
generation. To make better use of the encoder information,
we utilize the attention mechanism during decoding. To retain
the salient words in the source text, we incorporate the copy
mechanism in the decoding process. To alleviate the repetition
problem in the decoding process, we also incorporate the
coverage mechanism into the Seq2Seq model. Furthermore,
we regard entity name as side information and integrate it
into the Seq2Seq model so as to generate entity-specific
highlights. In the following we respectively introduce the basic
Seq2Seq model, attention mechanism, copy mechanism, cov-
erage mechanism, and the entity enhanced Seq2Seq models.

A. The Basic Seq2Seq Model

A basic Seq2Seq model [7] is composed of an encoder and
a decoder. The encoder takes the sequence (x1, x2, ..., xM )
as input, and obtains a sequence of hidden vectors (h1, h2,
..., hM ). The decoder takes hM as the initial hidden state,
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and takes a special symbol “GO” as the initial input. In both
encoder and decoder, we utilize Long Short-Term Memory
(LSTM) [44] as the basic computational unit, which has been
proven effective in many tasks [45], [46]. The calculation
of LSTM based RNN is briefly described as follows. The
approach calculates the hidden vector ht based on the current
word vector dt and the output vector ht−1 in the last time
step,

ft = σ(Wf · [ht−1, dt] + bf ), (7)
it = σ(Wi · [ht−1, dt] + bi), (8)

C̃t = tanh(WC · [ht−1, dt] + bC), (9)

Ct = ft ∗ Ct−1 + it ∗ C̃t, (10)
ot = σ(Wo · [ht−1, dt] + bo), (11)
ht = ot ∗ tanh(Ct), (12)

where ft, it, and ot are forget, input, and output gates, σ is
sigmoid function.

To better encode the input sequence, we also apply a bidirec-
tional RNN [8], which is composed of a forward encoder RNN
and a backward encoder RNN to encode the input sequence
from both directions.

The training objective is to maximize the conditional
probability p(yo1, yo2, ..., yoM ′ |x1, x2, ..., xM ) given the in-
put sequence (x1, x2, ..., xM ) and its target output sequence
(yo1, yo2, ..., yoM ′ ). To improve the efficiency when using a
large word vocabulary, we adopt the sample softmax proposed
in [47].

B. Attention Mechanism

In the basic Seq2Seq model, the fixed-length vector com-
puted by the encoder acts as the source for the decoder
to generate the output sequence. However, when the input
sequence is long, it is difficult for the encoder to compress
all the necessary information into a fixed-length vector. More-
over, the words from the source sentence do not have the
same importance on describing the characteristic of an entity.
Therefore, we utilize the attention mechanism [8], [18], [19]
to allow the decoder to automatically soft search for parts of
the input sequence.

For the RNN decoder, at each time step t, the hidden state
st is computed as follows:

st = f(st−1, yt−1, ct−1), (13)

where st−1 is the previous hidden state, yt−1 is the current
input which can be the predicted word of time step t− 1 (in
the predicting process) or the target word of time step t − 1
(in the training process), and ct−1 is the previous attention
context vector. The attention context vector ct is computed as
a weighted sum of the hidden states (h1, h2, ..., hM ) obtained
by the encoder:

ct =

M∑
j=1

∂tjhj , (14)

where weight ∂tj is a score indicating how much attention
should be put on the j-th encoder hidden state hj at each

output time step t, and it is computed according to the work
[19] as follows:

∂tj =
exp(etj)∑M
k=1 exp(etk)

, (15)

etj = vT tanh(Whj + Ust + battn), (16)

where vector v and matrices W , U are learnable parameters
of the model.

C. Copy Mechanism

In the basic Seq2Seq model, each output word is predicted
within the scope of a predefined word vocabulary. As a result,
rare words cannot be generated by the decoder. However,
low-frequency words such as named entities and numbers are
important clues to highlight an entity. Therefore, we utilize
the copy mechanism [17], [20], [21] to relieve the rare word
problem and retain the important information in the source
text. At each decoding time step, the attention mechanism
assigns source words importance scores, which can be seen as
an attention distribution. Thus, the out-of-vocabulary (OOV)
words can be replicated according to the attention distribution.
We need a switch to determine at each decoding time step, a
word should be generated from the predefined word vocabu-
lary or replicated from the source sentence according to the
attention distribution. In the following we introduce two types
of copy mechanism, namely hard switch copy mechanism and
soft switch copy mechanism.

1) Hard Switch Copy Mechanism: The hard switch copy
mechanism includes three important neural output layers,
namely generate softmax, copy softmax, and gate softmax.
The generate softmax produces a vocabulary-size probability
distribution to determine which word should be generated.
The copy softmax outputs the probability distribution of the
words in the source sentence, which can be used to select
a source word to copy. The gate softmax generates a binary
output, which is used as a hard switch to determine at each
decoding time step, a word should be generated from the
predefined word vocabulary according to the generate softmax
or replicated from the source sentence according to the copy
softmax.

Specifically, at each decoding time step t, the generate
softmax takes the output vector ht and attention context
ct as input, and predicts the probability distribution of the
predefined vocabulary as follows:

Pgenerate = softmax(linear([ht; ct])). (17)

The copy softmax outputs the probability distribution of the
source words according to the attention weights of the hidden
states obtained by the encoder, as described in Equation (15).

The gate softmax takes the hidden state st as input, and
generates a scalar binary output ygt as follows:

ygt = arg max softmax(linear(st)). (18)

If ygt equals to 1, the output word yot will be replicated
from the source sentence according to the probability dis-
tribution of the copy softmax; and if ygt equals to 0, yot
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will be generated from the predefined vocabulary according
to Pgenerate produced by the generate softmax.

For an input source sequence (x1, x2, ..., xM ) and its target
output sequence (yo1, yo2, ..., yoM ′ ), the target gate sequence
(yg1, yg2, ..., ygM ′ ) of the gate softmax is obtained as follows:

ygt =

{
1 if yot exists in input sequence
0 otherwise

. (19)

If ygt equals to 1, the target output of the copy softmax
will be the location of the first occurrence of yot in the
source sequence; and if ygt equals to 0, the target out-
put of the generate softmax will be the index of yot in
the predefined vocabulary. The Seq2Seq model with copy
mechanism is trained to maximize the conditional probability
p(yo1, ..., yoM ′ ; yg1, ..., ygM ′ |x1, ..., xM ).

2) Soft Switch Copy Mechanism: In this article, we adopt
the soft switch copy mechanism proposed in [17], which also
includes three neural output layers, namely generate softmax,
copy softmax, and gate. The generate softmax produces the
probability distribution of the predefined vocabulary. The copy
softmax outputs the probability distribution of the source
words. The gate generates a probability pgate ∈ [0, 1] that is
used as a soft switch to combine the probability distribution of
the predefined vocabulary and probability distribution of the
source words to form a final distribution that is used to predict
words.

Specifically, at each decoding time step t, the generate
softmax takes the output vector ht and attention context
ct as input, and predicts the probability distribution of the
predefined vocabulary according to Equation (17).

The copy softmax outputs the probability distribution of the
source words according to the attention weights of the hidden
states obtained by the encoder, as described in Equation (15).

The gate generates the switch probability pgate as follows:

pgate = σ(wTc ct + wTs st + wTy v
y
t + b), (20)

where σ is the sigmoid function, wc, ws, wy and scalar b are
learnable parameters, vyt is the embedding vector of the input
word of decoder, and ct is the attention context vector.

For each source sentence, an extended vocabulary is defined
which is the union of the predefined vocabulary and all words
appearing in the source sentence. The prediction probability
of each word w in the extended vocabulary is calculated as
follows:

P (w) = pgatePgenerate(w) + (1− pgate)
∑

j:wj=w

∂tj . (21)

If the word w is an OOV word, Pgenerate(w) is zero; and
if w does not appear in the source sentence,

∑
j:wj=w

∂tj is
zero.

D. Coverage Mechanism

The coverage mechanism is originally proposed to address
issues of repeating and dropping translations in NMT models
[9], [10]. To address the repetition problem in our task, we
adopt the coverage mechanism used in [17], which is tailored
for neural abstractive summarization.

Specifically, a coverage vector covt is maintained, which is
the sum of attention distributions over all previous decoding
time steps:

covt =

t−1∑
t′=0

∂t′ . (22)

The coverage vector covt records the degree of coverage
that each source word receives from the attention mechanism.
To make the coverage vector have an effect on the attention
mechanism’s current decision, the coverage vector is applied
into the attention mechanism as an extra input. The Equation
(16) in attention mechanism is changed to:

etj = vT tanh(Whj + Ust + wcovcovtj + battn), (23)

where wcov is a learnable parameter vector of the same length
as v.

A coverage loss is defined as follows, which aims to
penalize repeatedly attending to the same locations in the
source sentence:

covlosst =

M∑
j=1

min(∂tj , covtj). (24)

Finally, the coverage loss is reweighted by a hyper-
parameter λ, and added to the primary loss function.5

E. Entity Enhanced Seq2Seq Model

For our human beings, given a source text and the cor-
responding entity name, to compose an appropriate entity
highlight, we generally select the salient words not only by
consulting the meaning of the source text, but also by referring
to the entity that the source text describes. Therefore, we use
the entity name as side information to guide the decoding
process to generate better entity highlights.

To represent the semantic information of entity name, we
encode it into a vector ve by applying an RNN on the words
in it.6 We try three different strategies to make use of ve in the
decoder that incorporates both attention mechanism and copy
mechanism, namely applying ve in the generation module,
applying ve in the copy module, and applying ve in both
the generation module and copy module. We implement three
models named entity enhanced Seq2Seq model 1, model 2,
and model 3 w.r.t. the preceding three strategies.

1) Entity Enhanced Seq2Seq Model 1: Figure 3a illustrates
the decoder architecture of entity enhanced Seq2Seq model
1. We use the entity vector ve to attend to the encoder’s
hidden states and obtain an entity attention vector ae through
the attention mechanism described in Section IV-B to capture
the context information related to the entity. To make the
generation process be constrained to the entity, we concatenate
the entity attention vector ae, the current output vector ht of

5Following [17], to obtain the final coverage model, we first train the base
model with abundant batches, then we add the coverage mechanism and train
the model for a further 3,000 batches. The hyperparamter λ of coverage
mechanism is set to 1.

6We also tried to encode entity name by averaging the vector representations
of the words in it. Experimental results show that RNN is a more effective
way to encode entity name in our task.
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(c) The decoder architecture of entity enhanced Seq2Seq model 3.

Fig. 3: Illustrations of three entity enhanced Seq2Seq models.

the RNN cell, and the attention context vector ct and feed
them into the generate softmax.

For both the hard switch copy mechanism and the soft
switch copy mechanism, the generate softmax produces the
probability distribution of the predefined vocabulary as fol-
lows:

Pgenerate = softmax(linear([ae;ht; ct])). (25)

The copy softmax outputs the probability of each source
word according to Equation (15).

2) Entity Enhanced Seq2Seq Model 2: Figure 3b illustrates
the decoder architecture of entity enhanced Seq2Seq model
2. In this model, we use the entity vector ve to guide the
copy mechanism to replicate the source words that are more
related to the entity. To this end, we apply two different
attention layers in this model. In the first attention layer, we
use the hidden state st to attend to the hidden states of the
encoder to obtain the attention context vector ct, which is
used as part of the input of the generate softmax to produce
the probability distribution of the predefined vocabulary as
described in Equation (17). In the second attention layer, we
concatenate the entity vector ve with hidden state st, and
obtain a new vector set through a linear layer:

set = linear([ve; st]). (26)

Then we use set to attend to the hidden states of encoder,
and obtain the attention weights of source words according
to Equation (15), which are used as the output probability
distribution of the copy softmax.

3) Entity Enhanced Seq2Seq Model 3: Figure 3c illustrates
the decoder architecture of entity enhanced Seq2Seq model 3.
In this model, we use the entity vector ve to guide both the
generation module and the copy module, so that the model
can generate or replicate the words that are more related to
the entity. To this end, we concatenate the entity vector ve
and the current hidden state st, and obtain a new state set
according to Equation (26).

We use the new state set to attend to the encoder’s hidden
states, and obtain the context attention vector and attention
weights of source words. The obtained context attention vector
ct is used as part of the input of generate softmax as described
in Equation (17). The obtained attention weights of source
words are treated as the output probability distribution of copy
softmax according to Equation (15).

The copy mechanism applied in the preceding three en-
tity enhanced Seq2Seq models can be the hard switch copy
mechanism or the soft switch copy mechanism. If the applied
copy mechanism is the hard switch copy mechanism, the gate
outputs a binary scalar output according to Equation (18), and
at each decoding time step, the word is generated according
to the vocabulary distribution produced by generate softmax
or copied from the source sentence according to the source
words distribution produced by copy softmax. If the applied
copy mechanism is the soft switch copy mechanism, the gate
outputs a probability according to Equation (20), and at each
decoding time step, the word is predicted according to the
combined probability distribution over the extended vocabu-
lary according to Equation (21). The coverage mechanism can
also be applied to the three preceding entity enhanced Seq2Seq
models, as described in Equation (23) and Equation (24).

V. EXPERIMENTAL SETUP

This section describes the data sets, compared methods, and
evaluation metrics in our experiments.
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A. Experimental Data

Since there is no publicly available data set, we build the
training data and test set based on the online encyclopedia
Baidu Baike.7 Manually labeling instances is expensive and
limited in quantity, so we collect the training data automati-
cally as follows. First, given an entity e and its Baike article,
the infobox tags are extracted as candidate entity highlights.
Second, for e, we rank all the sentences in its abstract text
according to the TF*IDF scores of them, and retain top 10
sentences. Third, for each retained sentence seni, we compute
its relevance score with each candidate entity highlight ehj by
computing the word overlap rate l(ehj ,seni)

w(ehj)
, where w(ehj) is

the number of words in ehj , and l(ehj , seni) is the number
of overlapping words between ehj and seni. Finally, we rank
all the candidate entity highlights according to their relevance
scores with seni, if the top ranked ehk has a relevance score
with seni larger than the threshold 0.5, we treat the triple e-
seni-ehk as a training instance. Figure 4 shows an example
of training instances. The input includes an entity name and
one source sentence that describes the entity, the output is an
entity highlight.

Entity name: Barack Obama
Source sentence: Barack Hussein Obama II is an American
politician who served as the 44th President of the United
States from 2009 to 2017.
Entity highlight: 44th U.S. President

Fig. 4: An example of training instances.

We take entities that belong to “People”, “Animal”, and
“Plant” categories as a case study, and collect 799,080 in-
stances as training set (denoted by D). The average number
of entity highlights per entity is 1.5 in the training set. The
average numbers of words of entity highlights and source sen-
tences are 3.7 and 25.2, respectively. A preliminary evaluation
based on 100 randomly selected instances from D shows that
the accuracy of alignment is 0.91, which is promising for our
task. In the same way, we automatically build a development
set Dv consisting of 1,000 instances that are not included in
D.

To train the attractiveness model described in Section
III-D, we need data of headlines and human annotated entity
highlights. We first extracted all headlines from three major
Chinese news Websites8, then we ranked the headlines by the
click count in the query logs, and finally top ranked 10 million
headlines were remained. To guide the model to generate entity
highlights with similar structures to human composed entity
highlights, we need a set of human annotated entity highlights
of high-quality. We used crowdsourcing method [48] to collect
this set. We asked annotators to compose entity highlights for
each sentence, then asked 5 different annotators to vote each
entity highlight with two options: acceptable or not, finally

7In this article, we take the Chinese language as an example and construct
training data and test data based on Baidu Baike (https://baike.baidu.com/),
which is the largest Chinese encyclopedia in the world. For more languages,
the online encyclopedia Wikipedia could be used for the construction of
training data and test data.

8(1) news.qq.com, (2) news.sina.com.cn, and (3) news.sohu.com

an entity highlight voted by more than 4 annotators out of 5
as acceptable were kept. A total of 104,775 excellent entity
highlights were obtained.

To construct the test set T , we randomly sample 1,000 en-
tities that are not included in the training set and development
set from the three categories mentioned above. For each entity
e, we first rank all sentences in its Baike article according to
their TF*IDF scores, and retain top 10 ranked sentences. Then,
we ask an annotator to select one sentence that is considered
as the best one to describe entity e from the 10 sentences.
After that, we ask other two annotators to compose three
entity highlights for e separately. Each entity highlight eh
is composed based on two criteria: 1) eh should be a short,
concise, and characteristic description of e; and 2) eh can be
composed in one of two ways: by extraction or by abstraction.
The above criteria are used to ensure that the reference
entity highlights have diverse styles with high quality. Third,
we invite other three judges to assess the quality of the
entity highlights for each entity as per a three-level graded
quality scale: perfect, good, and bad. Finally, the test set T
is obtained, which contains 1,000 instances of e-sen-ehlist.
In our experiments, for each sentence sen, the top-ranked 3
reference entity highlights (ehlist) are used for evaluation. The
main reason is that, multiple entity highlights could be held by
a sentence, therefore, the more reference entity highlights we
have for a test sentence, the more reasonable the evaluation
result is.

B. SMT Model

Our SMT based approach is abbreviated as SMT, which
uses a statistical machine translation model to generate entity
highlights from the input sentences by removing unimportant
words and replacing certain phrases with other more concise
and attractive phrases. The details of our SMT model are
described in Section III.

C. Seq2Seq Models

Variations of Seq2Seq models with different combinations
of attention mechanism, copy mechanism (including hard
switch copy mechanism and soft switch copy mechanism),
and coverage mechanism are implemented for comparison. All
variations of Seq2Seq models are listed as follows.
• S2S This model is a basic Seq2Seq model, and utilizes

the unidirectional RNN as encoder.
• S2S+Att This model utilizes the unidirectional RNN as

encoder, and incorporates attention mechanism (denoted
by Att) in the decoding process.

• S2S+Att+HCopy This model utilizes unidirectional RNN
as encoder, and incorporates both attention and copy
mechanisms when decoding a sequence. Specifically, the
hard switch copy mechanism (denoted by HCopy) is
applied in this model.

• BiS2S+Att+HCopy This model utilizes bidirectional
RNN as encoder, and incorporates attention mechanism
and hard switch copy mechanism when decoding a se-
quence.
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• BiS2S+Att+SCopy This model utilizes bidirectional
RNN as encoder, and incorporates both attention and
copy mechanisms in the decoding process. Specifically,
the soft switch copy mechanism (denoted by SCopy) is
applied in this model. This model is equivalent to the
“pointer-generator” model proposed in [17].

• BiS2S+Att+SCopy+Cov This model further incorporates
coverage mechanism into BiS2S+Att+SCopy. It is equiva-
lent to the “pointer-generator+coverage” model proposed
in [17].

D. Entity Enhanced Seq2Seq Models

Variations of entity enhanced Seq2Seq models with differ-
ent combinations of attention mechanism, copy mechanism
(including hard switch copy mechanism and soft switch copy
mechanism), and three different entity enhanced strategies
(denoted by E1, E2, and E3) as described in Section IV-E are
implemented for comparison. All variations of entity enhanced
Seq2Seq models are listed as follows.
• BiS2S+Att+HCopy+E1 This model is an entity en-

hanced Seq2Seq model 1 based on BiS2S+Att+HCopy.
• BiS2S+Att+HCopy+E2 This model is an entity en-

hanced Seq2Seq model 2 based on BiS2S+Att+HCopy.
• BiS2S+Att+HCopy+E3 This model is an entity en-

hanced Seq2Seq model 3 based on BiS2S+Att+HCopy.
• BiS2S+Att+SCopy+E1 This model is an entity enhanced

Seq2Seq model 1 based on BiS2S+Att+SCopy.
• BiS2S+Att+SCopy+E2 This model is an entity enhanced

Seq2Seq model 2 based on BiS2S+Att+SCopy.
• BiS2S+Att+SCopy+E3 This model is an entity enhanced

Seq2Seq model 3 based on BiS2S+Att+SCopy.
• BiS2S+Att+SCopy+Cov+E1 This model is an entity

enhanced Seq2Seq model 1 based on the coverage model
BiS2S+Att+SCopy+Cov.

• BiS2S+Att+SCopy+Cov+E2 This model is an entity
enhanced Seq2Seq model 2 based on the coverage model
BiS2S+Att+SCopy+Cov.

• BiS2S+Att+SCopy+Cov+E3 This model is an entity
enhanced Seq2Seq model 3 based on the coverage model
BiS2S+Att+SCopy+Cov.

E. Other Methods

Entity highlight generation can also be modeled as ab-
stractive sentence summarization or sequence labeling. The
following two strong methods are selected for comparison.
• AS This method is proposed by Rush et al. [13], which

uses a neural attention model to generate a shorter version
of a given sentence while attempting to preserve its mean-
ing for the task of abstractive sentence summarization.

• LSTM-CRF This method is the LSTM-CRF model,
which is an effective model for sequence tagging [46],
[49]. The LSTM-CRF model encodes the source sentence
with bidirectional LSTMs, and produces the tag sequence
with a CRF layer. This method can be seen as a kind
of extractive summarization method for entity highlight
generation. To construct the training data for the LSTM-
CRF model, we first identify the text span in sen which

has the maximum overlap with eh for each (sen, eh)
pair, then we treat the identified span as the chunk to
detect and use the BIO (Beginning, Inside and Outside
of a chunk) tagging scheme [50] to label each word.

F. Evaluation Metrics

We evaluate the methods with both automatic and manual
evaluation metrics. For automatic evaluation, BLEU9 [51] and
ROUGE [52] are employed, which have been widely used
for automatic evaluation in machine translation (MT) and
text summarization. BLEU measures the similarity between
a translation and the human references. ROUGE measures
the similarity between a generated summary and the ideal
summaries created by humans. The manual evaluation is
similar to the human evaluation for MT [53]. We evaluate an
entity highlight eh generated by a model manually based on
fluency and usability, each of which has three scales including
bad, good, and perfect. Here is a brief description of the
manual evaluation criteria.

Fluency Bad: eh is incomprehensible.
Good: eh is comprehensible.
Perfect: eh is a flawless expression.

Usability Bad: eh is not a description of e.
Good: eh is a description of e.
Perfect: eh is a characteristic description of e.

For manual evaluation, we ask two raters to evaluate the
entity highlights generated by each model over the entire test
set T based on the above criteria. The final manual evaluation
results are obtained by averaging the results of the two raters.
To assess the agreement between the two raters, we compute
the kappa [54] statistic between their evaluation results. Kappa
is defined as K = P (A)−P (E)

1−P (E) , where P (A) is the proportion
of times that the labels agree, and P (E) is the proportion of
times that they may agree by chance. We define P (E)=1/3,
as the labeling is based on three point scales. The kappa
statistics for fluency and usability are 0.6727 and 0.7958,
respectively, which indicates a substantial agreement (K: 0.61-
0.8) according to [55].

G. Parameter Settings

Given the training set D and the development set Dv , D
was used to train all the models, and Dv was used to tune the
parameters for all the models. All models with the parameter
settings that best performed on Dv were selected for use. For
SMT model, the parameters λtm, λlm, λlf , λhl, and λss were
estimated by adopting the approach of minimum error rate
training (MERT) that is popular in SMT [56]. For Seq2Seq
models, all parameters were updated using stochastic gradient
descent during training. The hyper-parameters of the Seq2Seq
models are as follows: word vocabulary size is 200,000,
the number of hidden units is 256, batch size is 128, and
dimension of word embedding is 128.

9We use multi-bleu.perl of the open source toolkit MOSES downloaded
from https://github.com/moses-smt/mosesdecoder with the default parameters
to compute the BLEU scores.
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TABLE I: Performance of all methods. RG refers to ROUGE. Boldface indicates the best score w.r.t. each metric.

Method
Automatic Evaluation Manual Evaluation

BLEU ROUGE Fluency (%) Usability (%)
RG-1 RG-2 RG-L Bad Good Perfect Bad Good Perfect

AS (Rush et al. [13]) 6.80 11.73 3.44 10.98 57.30 25.20 17.50 90.10 9.10 0.80
LSTM-CRF (Ma et al. [46]) 2.49 6.30 2.89 6.26 62.10 19.55 18.35 78.05 19.10 2.85

SMT (Huang et al. [1]) 17.02 9.97 5.21 9.79 73.20 15.10 11.70 83.85 13.55 2.60
S2S 1.63 6.53 0.73 6.33 79.20 10.95 9.85 93.45 6.10 0.45

S2S+Att 12.31 10.95 4.20 10.75 63.60 16.85 19.55 82.35 15.35 2.30
S2S+Att+HCopy 24.46 17.16 8.41 16.69 44.00 24.20 31.80 63.55 30.60 5.85

BiS2S+Att+HCopy 25.73 16.56 8.88 16.22 39.15 25.15 35.70 58.05 35.00 6.95
BiS2S+Att+SCopy (See et al. [17]) 31.79 16.48 10.01 16.36 37.10 24.65 38.25 55.10 36.65 8.25

BiS2S+Att+SCopy+Cov (See et al. [17]) 34.43 17.82 10.60 17.64 33.60 25.95 40.45 52.95 37.90 9.15
BiS2S+Att+HCopy+E1 26.73 16.49 9.07 16.25 38.15 26.35 35.50 57.35 35.15 7.50
BiS2S+Att+HCopy+E2 25.11 16.62 8.42 16.21 38.65 25.95 35.40 57.90 35.25 6.85
BiS2S+Att+HCopy+E3 28.50 17.21 9.15 16.88 37.80 26.20 36.00 57.10 35.35 7.55
BiS2S+Att+SCopy+E1 32.01 17.02 10.06 16.84 33.50 26.65 39.85 52.60 39.40 8.00
BiS2S+Att+SCopy+E2 31.51 17.43 10.23 17.19 34.10 25.10 40.80 53.00 38.15 8.85
BiS2S+Att+SCopy+E3 32.70 17.50 10.43 17.28 33.15 25.95 40.90 52.10 38.90 9.00

BiS2S+Att+SCopy+Cov+E1 33.02 17.20 10.62 17.00 29.55 29.25 41.20 52.10 39.40 8.50
BiS2S+Att+SCopy+Cov+E2 32.43 17.32 10.37 17.09 34.05 26.30 39.65 53.00 37.85 9.15
BiS2S+Att+SCopy+Cov+E3 36.28 18.34 11.34 18.12 28.75 29.85 41.40 50.25 38.95 10.80

VI. RESULTS AND ANALYSIS

We report empirical results, model comparisons, and model
analysis in this section.

A. Model Comparisons

In this subsection, we compare the performance of differ-
ent methods including AS, LSTM-CRF, SMT, and Seq2Seq
models including entity enhanced models. Evaluation results
are shown in Table I.

AS achieves higher BLEU and ROUGE scores than LSTM-
CRF. The entity highlights tagged by LSTM-CRF contain
a lot of empty results. Therefore, LSTM-CRF is not suit-
able for our task, even though it is an effective method
in sequential labeling tasks such as named entity recog-
nition. SMT outperforms AS and LSTM-CRF in terms of
BLEU. Compared with AS, LSTM-CRF, and SMT, all other
Seq2Seq models except S2S and S2S+Att achieve higher per-
formance in terms of multiple evaluation metrics. Among the
Seq2Seq models, BiS2S+Att+SCopy+Cov achieves the high-
est BLEU and ROUGE scores. Among the entity enhanced
Seq2Seq models, BiS2S+Att+SCopy+Cov+E3 achieves the
highest BLEU and ROUGE scores. The entity enhanced model
BiS2S+Att+SCopy+Cov+E3 also significantly outperforms all
other models by a large margin in terms of multiple evalua-
tion metrics. The results verify the effectiveness of applying
Seq2Seq models in our task.

Compared with AS and SMT, Seq2Seq models including
entity enhanced models that incorporate the attention mech-
anism and copy mechanism have the advantage that they
can replicate OOV words from the source text. LSTM-CRF
has a limitation that it cannot generate the word that does
not occur in the source text. The manual evaluation results
show that the entity highlights generated by SMT have poor
quality especially in terms of usability. The main reason is
that, SMT is mainly based on word alignment, therefore,
it cannot effectively utilize the global information of the
source text. By contrast, Seq2Seq models can attend to all the
source information using the attention mechanism during the

decoding process. In addition, SMT cannot handle the OOV
words in the source text.

B. Model Analysis

In this subsection, we give the detailed analysis of different
variations of the Seq2Seq models including entity enhanced
models. Table I shows the results of each Seq2Seq model.

First, we investigate whether attention mechanism and copy
mechanism are helpful to our task. We take the hard switch
copy mechanism as an example, and compare models S2S,
S2S+Att, and S2S+Att+HCopy. S2S+Att achieves significant
performance gain over S2S, which demonstrates that attention
mechanism can help to generate better entity highlights by
selectively focusing on characteristic fragments of the source
text during decoding. S2S+Att+HCopy significantly outper-
forms S2S+Att, which demonstrates the effectiveness of copy
mechanism.

Second, we compare the performance of unidirectional RNN
encoder and bidirectional RNN encoder. BiS2S+Att+HCopy
outperforms S2S+Att+HCopy in terms of BLEU and manual
evaluation metrics, which indicates the superiority of using
bidirectional RNN encoder over unidirectional RNN encoder
in the Seq2Seq model.

Third, we evaluate the performance of hard switch copy
mechanism and soft switch copy mechanism by comparing
BiS2S+Att+SCopy and BiS2S+Att+HCopy. The results show
that soft switch copy mechanism is more effective than hard
switch copy mechanism in our task.

Fourth, we investigate whether coverage mechanism
is helpful to our task by comparing the two models
BiS2S+Att+SCopy and BiS2S+Att+SCopy+Cov. The results
show that BiS2S+Att+SCopy+Cov significantly outperforms
BiS2S+Att+SCopy, which demonstrates the effectiveness of
coverage mechanism.

Finally, we evaluate whether the entity name information
can facilitate the generation of higher-quality entity highlights.
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Compared with their corresponding base models10, there are
no significant gains achieved by entity enhanced Seq2Seq
model 1 and model 2. This shows that the ways used to
incorporate entity name in entity enhanced Seq2Seq model
1 and model 2 cannot effectively contribute to the entity
highlight generation. By contrast, BiS2S+Att+SCopy+Cov+E3
significantly outperforms all other models in terms of multiple
evaluation metrics, which indicates the effectiveness of entity
enhanced Seq2Seq model 3. The improvement achieved by
entity enhanced Seq2Seq model 3 demonstrates that utilizing
the entity name information in both the word generation
module and the copy module can significantly contribute to
each decoding step and can help to generate better entity
highlights w.r.t. an entity.

C. Case Study

In this subsection, we conduct a case study to analyze the
advantages and disadvantages of the Seq2Seq models. First,
we analyze the ability to produce salient words of different
models. All words except stop words11 in the reference entity
highlights are considered as salient words.

The recall of salient words is computed as follows:

recall =
1

| T |
∑
t∈|T |

1

3

∑
i∈{1,2,3}

cwit
vwit

, (27)

where T is the test set, t is the index of a test instance, vwit is
the total number of salient words in the i-th reference of the t-
th test instance, cwit is the number of overlapped salient words
between a generated entity highlight and the i-th reference of
the t-th test instance.

To measure the ability of different models to produce OOV
words, we compute recalloov that only considers OOV words
as follows:

recalloov =
1

| To |
∑
t∈|To|

1

3

∑
i∈{1,2,3}

coit
voit

, (28)

where To is the subset of test set T , and each instance in To
has one or more references containing OOV words. coit is the
number of overlapped OOV words between a generated entity
highlight and the i-th reference of the t-th test instance, and
voit is the number of OOV words in the i-th reference of the
t-th test instance.

Table II shows the recall and recalloov of different models.
Among the compared methods, AS, SMT, S2S, and S2S+Att
cannot produce OOV words, so we have not computed
recalloov for them. The LSTM-CRF model generates tags for
a source sentence, so that any words in the source sentence
might be retained. Therefore, we do not compute recalloov
for LSTM-CRF too. From the results, we make the following
observations: 1) all Seq2Seq models that incorporate attention,
copy, and coverage mechanisms produce more salient words
than AS, LSTM-CRF, SMT, S2S, and S2S+Att, which shows

10For example, BiS2S+Att+SCopy is the base model of
BiS2S+Att+SCopy+E1, BiS2S+Att+SCopy+E2, and BiS2S+Att+SCopy+E3.

11The stop word list contains 1,215 Chinese words including punctuations
and words that appear frequently in documents while carry no significant
information.

that these mechanisms can help the Seq2Seq models to better
identify the characteristics of the entities from the source
sentences; 2) all Seq2Seq models that are enhanced by E3
outperform their corresponding base models in terms of
recall (i.e., BiS2S+Att+HCopy+E3 vs. BiS2S+Att+HCopy,
BiS2S+Att+SCopy+E3 vs. BiS2S+Att+SCopy, and
BiS2S+Att+SCopy+Cov+E3 vs. BiS2S+Att+SCopy+Cov),
which verifies that incorporating entity name information with
E3 can also help the Seq2Seq models to produce more salient
words; 3) BiS2S+Att+SCopy+Cov+E3 achieves the highest
recall score, which demonstrates that the proposed model
can generate better entity highlights with more salient words;
and 4) empirically hard switch copy mechanism performs
better than soft switch copy mechanism in terms of recalloov .

TABLE II: Recall of salient words of different models.

Method recall recalloov
AS (Rush et al. [13]) 12.25% -

LSTM-CRF (Ma et al. [46]) 6.15% -
SMT (Huang et al. [1]) 10.44% -

S2S 5.87% -
S2S+Att 10.78% -

S2S+Att+HCopy 18.46% 5.04%
BiS2S+Att+HCopy 17.71% 8.32%

BiS2S+Att+SCopy (See et al. [17]) 17.23% 5.24%
BiS2S+Att+SCopy+Cov (See et al. [17]) 18.43% 6.59%

BiS2S+Att+HCopy+E1 17.71% 6.87%
BiS2S+Att+HCopy+E2 17.38% 8.04%
BiS2S+Att+HCopy+E3 18.51% 6.94%
BiS2S+Att+SCopy+E1 17.64% 4.74%
BiS2S+Att+SCopy+E2 18.16% 5.69%
BiS2S+Att+SCopy+E3 18.26% 5.07%

BiS2S+Att+SCopy+Cov+E1 17.49% 6.43%
BiS2S+Att+SCopy+Cov+E2 18.07% 6.12%
BiS2S+Att+SCopy+Cov+E3 18.98% 5.86%

We show several representative examples of the compared
models, and give three examples in Figure 5. In example a,
the word “45” is a rare word and represented with “00” in
the word vocabulary of our Seq2Seq models. The models AS,
SMT, S2S, and S2S+Att all fail to generate the salient word
“45”, due to the lack of the ability to handle OOV words. All
other Seq2Seq models except S2S and S2S+Att produce “45”
successfully. Although LSTM-CRF does not have the problem
of OOV word generation, it cannot produce words that do not
appear in the source sentence as shown in example b. It is also
shown in example b that both BiS2S+Att+SCopy+Cov and
BiS2S+Att+SCopy+Cov+E3 generate better entity highlights
in comparison with other models. Their generated entity high-
lights contain the words that are unseen in the source sentence,
which make the entity highlights more fluent and diverse in
style. Example c shows that entity enhanced Seq2Seq model
3 can generate better entity highlights in comparison with
its base model, which demonstrates the effectiveness of the
incorporation of entity name information into the Seq2Seq
model.

To analyze the disadvantages of our Seq2Seq models, we
take the best performing model BiS2S+Att+SCopy+Cov+E3
as an example. Specifically, we analyze the cases with bad
scores in terms of fluency and usability, and find two kinds of
typical errors: 1) 22.26% of the bad cases contain irrelevant
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[1]

Example a - Entity name:⇣≥∑·y⌫n (Donald Trump)
Source sentence: 2016t 11� 9Â ,é˝' °h”ú>: :qåZ⇡ ∫⇣≥∑ ·y⌫nÚ∑óÜ 276  >∫h ,Ö« 270  >∫hÑ∑‹⌥∆ ,S
 é˝ , 45 ˚ ;fl (In November 9, 2016, the U.S. presidential election results showed: Republican candidate Donald Trump won 276 electoral votes,
more than the 270 electoral votes required to win, was elected the 45th U.S. President.)
Golden: é˝ , 45 ˚ ;fl (45th U.S. President)
AS: , 2 ˚ ;fl ⇡ ∫(candidate for the second President) LSTM-CRF: é˝ , 45 ˚ ;fl (45th U.S. President)

SMT :˛ ˚ ;fl (former President) S2S: é˝ , 00 ˚ ;fl (00th U.S. President)
S2S+Att: , 0 ˚ é˝ , 00J ;fl \ (0th 00th U.S. President) Other Seq2Seq models: é˝ , 45 ˚ ;fl (45th U.S. President)
Example b - Entity name:Lã (Kaiō)
Source sentence: Â, W� +; ⌦⇤ô‡↵ {: “r �/�#°⌃ˆ≥Ñ^��q î*�⌃+/⌧W�⌫€*Lãå'Lã⇥(^

L0M(�ãK⌦�≈!éLã^⇥ (Kaiō (Lord of the Worlds) are the debut character in the famous Japanese manga “Dragon Ball", who are the gods in
charge of galaxy. There are five Kaiō, namely East Kaiō, West Kaiō, South Kaiō, North Kaiō, and Dai Kaiō. The level of Kaiō in the deities world is higher than the
King of Hell, and merely lower than Kaiō-shin (Lord of Lords).)
Golden: Â, W� +; ⌦⇤ô‡↵ {: “r (the debut character of the famous Japanese manga “Dragon Ball")
AS: {: \¡ +; -∫i \ (debut works: the character in manga) LSTM-CRF: ⌦⇤ô‡↵ (“Dragon Ball")
SMT : +; ⌦⇤ô‡↵ {: “r (debut character of the manga “Dragon
Ball")

S2S: {: \¡⌦{^↵ (debut works: “Azrael")

BiS2S+Att+SCopy+Cov: {: \¡ ⌦⇤ô‡↵ (debut works: “Dragon Ball") BiS2S+Att+SCopy+Cov+E3: {: \¡ ⌦⇤ô‡↵ (debut works: “Dragon
Ball")

Example c - Entity name:Yç( (Sun Yanzai)
Source sentence: 2016t 8� 21ÂÃh�(Ù�Ã¶eó9KS≤:>LÑz/SÕ*∫h˝≥[-� È˝ zS æu Yç(Â;

⌃ 72.898⌃í�, 4�‡⇠VL (In the early morning of August 21, 2016, in the artistic individual all-around finals held at the Olympic Stadium in Rio de
Janeiro, the Korean artistic genie Sun Yanzai was ranked fourth with a total score of 72.898 points, and missed medal.)
Golden: È˝ zS æu (Korean artistic genie)
AS:–®yÓz/SÕ*∫h˝ (sports event: artistic individual all-around) LSTM-CRF:z/SÕ (eurythmics)
SMT : z/SÕ*∫h˝, 72.898 \ (eurythmics individual all-around rank
72.898)

S2S: È˝ sP0Ñ–®X (Korean women’s track and field athlete)

BiS2S+Att+SCopy+Cov: –®yÓz/SÕ (sports event: eurythmics) BiS2S+Att+SCopy+Cov+E3: È˝ zS æu (Korean artistic genie)

Figure 1: Examples of generated entity highlights. Word segmentation is applied, where OOV words are underlined, words
in red rectangles are unseen in the source sentence, and each salient word is marked with a distinctive color. The ones with
errors in language that are indicated by \ .

REFERENCES
[1] J. Carletta. 1996. Assessing Agreement on Classification Tasks: The Kappa Statistic. Computational Linguistics (1996).
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Fig. 5: Examples of generated entity highlights. Word segmentation is applied, where OOV words are underlined, words in red
rectangles are unseen in the source sentence, and each salient word is marked with a distinctive color. The ones with errors
in language are indicated by \.
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Abstract—Entity highlight refers to a short, concise, and
characteristic description for an entity, which can be applied
to various applications. In this article, we study the problem of
automatically generating entity highlights from the descriptive
sentences of entities. Specifically, we develop two computational
approaches, one is inspired by the statistical machine translation
(SMT) and another is a sequence-to-sequence learning (Seq2Seq)
approach which has been successfully applied in neural machine
translation (NMT) and neural summarization. In the Seq2Seq
approach, we use attention mechanism, copy mechanism, and
coverage mechanism. To generate entity-specific highlights, we
also incorporate entity name into the Seq2Seq model to guide the
decoding process. We automatically collect large-scale instances
as training data without any manual annotation, and ask annota-
tors to create a test set. We compare with several strong baseline
methods, and evaluate the approaches with both automatic
evaluation and manual evaluation. Experimental results show
that the entity enhanced Seq2Seq model with attention, copy,
and coverage mechanisms significantly outperforms all other
approaches in terms of multiple evaluation metrics.1

Index Terms—Entity Highlight Generation, Seq2Seq Model,
Attention Mechanism, Copy Mechanism.
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1This work extends our previous work [1] on generating recommendation
evidence for entity recommendation system in Web search engines, in which
an SMT based generation model is developed. This work significantly
extends our previous work in that a neural sequence-to-sequence approach
is developed, which effectively handles the unknown or rare word problem.
Moreover, the entity information is not used in the SMT based approach,
which is naturally incorporated in the neural network approach to generate
entity-specific results.

Example d - Entity name: {^ (Azrael)
Source sentence: ” {^ ” ˝ ( 0Òk 09™  ⇣ Ë' $
≥ � ˝� ( }u b� ≤� $≥ � ÿ˝ ( óq
e ( ⌅ * 0π e fi �≠ � Ÿõ ˝õ © ÷ ≥Â ⇣
: � Ù} Ñ @K (“Azrael” can cause great damage to the
shotgun by Hellfire shotgun. It can use ghost form to avoid injury, and
can also shuttle back and forth in every place with shadow step, which
makes him the most deadly killer.)
Golden: ˝� ( }u b� ≤� $≥ Ñ � Ù}@K (the
most deadly killer who can use ghost form to avoid injury)
BiS2S+Att+SCopy+Cov+E3: „h\¡ ≤� $≥ (Representative
work: avoid injury)
Example e - Entity name: ÍK�·Íi (Dixie Dean)
Source sentence: 2001 t � )if S0 Ñ ’Q∂ d∆ ®
Ú ä � ⌦ Íi Ñ Qœ ( ‰Í⌦ ⇤
: � À w � v ↵ ; @ “ ⇤X � ≈Î � √⌫
� ∫ ” Â ™ı ŸM ÒPË ÜÚ ⌦ ŸM  G ⌅K (In
2001, Tom Murphy, a local sculptor in Liverpool, set up a statue of
Dean outside the ancient didison stadium, engraved with “players,
gentlemen, Everton people” to commemorate the legendary shooter in
the history of the club.)
Golden: )if ÒPË ÜÚ ⌦ Ñ  G ⌅K (a legend shooter in
the history of club in Liverpool)
BiS2S+Att+SCopy+Cov+E3: ÒPË ’Q∂ \ (club sculptor)

Fig. 1: Error analysis for the BiS2S+Att+SCopy+Cov+E3
model. In the generated entity highlights, the words irrelevant
to the meaning of source sentence are marked in red.
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Fig. 6: Error analysis for the BiS2S+Att+SCopy+Cov+E3
model. In the generated entity highlights, the words irrelevant
to the meaning of source sentence are marked in red.

words w.r.t. the source text and the given entity; and 2)
27.21% of the bad cases contain words that are unrelated
with each other in the source text. Two representative ex-
amples of such bad cases are shown in Figure 6, which
cannot be handled well by the current decoder. In exam-
ple d, BiS2S+Att+SCopy+Cov+E3 generates irrelevant words
w.r.t. the source text and the given entity. In example e,
BiS2S+Att+SCopy+Cov+E3 generates words that are unre-
lated with each other, and generates a wrong entity highlight
which distorts the original meaning of the source text.

VII. CONCLUSIONS AND FUTURE WORK

In this article, we study the problem of automatically
generating entity highlights. We develop both SMT based and
NMT based approaches, and conduct extensive experiments to
verify the effectiveness of the approaches. We collect training
data in an automatic way, and evaluate our approach with both
automatic and manual evaluation metrics. Experiments show
that the NMT based approaches with different combinations of
attention, copy, and coverage mechanisms perform better than
the SMT based approach. Results also demonstrate that the
performance of the Seq2Seq models can be further improved
by incorporating entity name information into them.

In the future, we plan to improve this work from two
directions. On one hand, the sequence-to-sequence learning
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based approach could be further improved from both entity and
sentence/passage parts, including richer entity semantics such
as the entity category in the encyclopedia and richer passage
information such as the syntactic structure. On the other hand,
in the real scenario when a user issues a query, it would be
interesting if the entity highlights of the recommended entities
are also related to the query. The entity highlight generation
approach proposed in this work does not consider the query
information.
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